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Maintaining and increasing the organic matter in soils adds 
to its fertility and retention of water, and, hence, increases 

crop production. Carbon transport and retention in soil also is 
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Carbon is an essential component of life and, in its organic form, plays a pivotal role in the soil’s 
fertility, productivity, and water retention. It is an integral part of the atmospheric–terrestrial C 
exchange cycle mediated via photosynthesis; furthermore, it emerged recently as a new trading 
commodity, i.e., “carbon credits.” When carefully manipulated, C sequestration by the soil 
could balance and mitigate anthropogenic CO2 emissions into the atmosphere that are believed 
to contribute to global warming. The pressing need for assessing the soil’s C stocks at local, 
regional, and global scales, now in the forefront of much research, is considerably hindered by 
the problems besetting dry-combustion chemical analyses, even with state-of-the-art proce­
dures. To overcome these issues, we developed a new method based on gamma-ray spectroscopy 
induced by inelastic neutron scattering (INS). The INS method is an in situ, nondestructive, 
multielemental technique that can be used in stationary or continuous-scanning modes of 
operation. The results from data acquired from an investigated soil mass of a few hundred 
kilograms to an approximate depth of 30 cm are reported immediately. Our initial experiments 
have demonstrated the feasibility of our proposed approach; we obtained a linear response with 
C concentration and a detection limit between 0.5 and 1% C by weight. 

Abbreviations: INS, inelastic neutron scattering; LIBS, laser-induced breakdown spectroscopy; MDL, 
minimum detectable limit; NG, neutron generator; TNC, thermal neutron capture. 
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an integral part of the atmospheric–terrestrial C-exchange cycle 
mediated via photosynthesis. It was recognized that the terres­
trial sequestration of C plays an important mitigating role in 
moderating the rise in global temperature thought to be caused 
by anthropogenic greenhouse gases that trap heat in the atmo­
sphere and ultimately lead to changes in global climate patterns 
(Hasselmann, 1997). The rate of such change expected during 
the next 100 yr will be unprecedented in human history. Since 
the beginning of the 20th century, the mean surface tempera­
ture of the earth has increased by about 0.5°C (about 1.0°F). 
There is strong evidence that most of the warming during 
the last 50 yr is due to human activities that have altered the 
chemical composition of the atmosphere through the buildup 
of greenhouse gases, in particular by adding large amounts 
of CO2 (United Nations Environment Programme, 2003, p. 
3–7). The dramatic increase in atmospheric CO2 concentra­
tions from approximately 0.025% (w/w) in the pre-Industrial 
Revolution period, to about 0.036% (w/w) at present (Lal et 
al., 1998) is at the center of the climate debate about global 
warming. The main sources of CO2 emissions are attributed 
to burning fossil fuels and biomass, and to changes in land 
use, deforestation, and soil-management practices (Bhatti et 
al., 2006). Less than half of the emissions has remained in the 
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atmosphere, however. The other half has been taken up and 
stored as organic matter in vegetation, soils, and river basins on 
land, and in the sea as sediments or dissolved CO2 (Wofsy and 
Harriss, 2002; Climate Change Science Program, 2003). On 
land, these extensive emissions are partially mitigated by the 
temporary sequestering of C in the soil through photosynthetic 
processes and no-till agricultural practices. 

With its integral role in the C cycle, soil contains a huge 
dynamic pool of C that is a critical regulator of the global C 
budget. As the repository for three-fourths of the earth’s ter­
restrial C, soils store 2.5 times the amount contained in vegeta­
tion. Terrestrial ecosystems, the vegetation and soils contain­
ing microbial and invertebrate communities, are huge natural 
biological scrubbers of atmospheric CO2, sequestering directly 
from the atmosphere about 25% (?2 Pg C yr−1) of the 7.4 
Pg C emitted annually by human activities and storing it as 
soil organic C (SOC). The dynamics of SOC are governed 
by factors such as variations in photosynthates, the C content 
of plant roots, and plant litter on the soil’s surface. Much of 
the basic biological understanding that is taken for granted in 
aboveground ecosystems, however, is lacking belowground; 
indeed, the identification and quantification of belowground 
biota, food webs, and their functional implications for the 
ecosystem lag far behind aboveground systems. Furthermore, 
knowledge of the soil processes in agricultural systems is much 
more advanced than it is for unmanaged soils. 

Restoring C in soil is essential to enhancing its quality, 
sustaining and improving food production, and improving 
water retention. Increasing C sequestration in soil by proper 
management practices was vigorously proposed as a means for 
mitigating the atmospheric buildup of CO2 (Lal et al., 2004). 
Thus, accurately determining the C in soil is vital to enhanc­
ing its quality and fertility, and also more and more impor­
tant in meeting society’s emerging need to broker C sequestra­
tion via soil C credits under the U.S. Department of Energy’s 
Voluntary Greenhouse Gas Reporting Program, established by 
Section 1605(b) of the Energy Policy Act of 1992. In addi­
tion, quantifying the resulting changes in the soil’s C stocks 
is essential for evaluating and documenting the value of any 
schemes for mitigation. Belowground studies pose special chal­
lenges because the structures, organisms, and processes there 
are invisible from the soil’s surface. The satellite remote sensors 
that have advanced aboveground C studies are useless as they 
do not penetrate below the ground surface. Therefore, there is 
a pressing need for better technologies for in situ C monitor­
ing that are nondestructive, quantitative, and can operate in 
either static or dynamic modes for scanning large land areas 
(Johnston et al., 2004). Established methods of quantifying 
C in soils by core sampling are destructive, labor intensive, 
and their scope is limited. New technologies must be cheaper, 
support rapid analyses, and enable repetitive, nondestructive, 
sequential measurements. 

Several analytical technologies have emerged recently that 
greatly advance the capability for analyzing soil samples, generat­
ing a wealth of information surpassing that of conventional dry-
combustion analysis (Wielopolski, 2006). One such technique 
is soil pyrolysis coupled with molecular-beam mass spectrometry. 
This laboratory technique, which requires sample preparation, 
characterizes the SOC chemical components by rapid pyrolysis, 

“freezing” the low-molecular-weight fragments in a molecular 
beam that is sent to a mass spectrometer for analysis. The frag­
ments’ mass spectra (10–500 Da) are chemically rich and retain 
information about their parental complex molecules (Evans et 
al., 1984; Magrini et al., 2002). 

A second method, near-infrared and mid-infrared diffuse 
reflectance spectroscopy (NIR), is based on the specifi c molec­
ular vibrations caused when samples are exposed to infrared 
radiation. Comparing the acquired spectra to the spectrum of 
incident light reveals the type and quantity of specifi c mole­
cules in the sample. These spectra are evaluated with a complex 
principal component analysis statistical package that derives the 
most significant components in the spectrum and subsequently 
relates them to C concentration. Several laboratories use NIR 
for quantitative soil analysis (Chang et al., 2001; Ehsani et al., 
1999; Fystro, 2002; McCarty et al., 2002; Reeves et al., 1999; 
Shepherd and Walsh, 2002; Viscarra Rossel et al., 2005). With 
minimal sample preparation, NIR measurements provide very 
localized results. Two NIR systems were developed recently 
to measure diffuse reflectance through a sapphire window in 
direct contact with the soil. One, a shank equipped with a NIR 
system, cuts through the soil at a given depth and analyzes the 
material within about a distance of 1 cm from the shank; in 
the second, a NIR system is mounted on a vertical probe to 
penetrate the soil vertically. 

In a third method, laser-induced breakdown spectroscopy 
(LIBS), a laser focused on a soil sample vaporizes about a 10 
μL volume, forming ionized plasma, i.e., ionized gas. As the 
sample cools, the plasma electrons recombine with the ion­
ized molecules and atoms, emitting concomitant light that is 
collected via fiber optics and spectrally resolved. The acquired 
spectra are analyzed for matrix effects and elements via their 
spectral signatures (Cramers et al., 2001; Kincade, 2003; 
Mouget et al., 2003; Ebinger et al., 2003). 

Finally, under a different, noninstrumental approach, 
C-Lock software evaluates the accrual of C in soil based on 
information about the site and the agricultural management 
practices; it then quickly generates estimates of standardized 
C-emission reduction credits. Although this methodology is 
being used, it requires verifi cation procedures. 

Although the methods we have described are more advan­
tageous than the dry-combustion laboratory analysis of soil, 
they are destructive, provide point measurements only, and 
most require core samples. Another indirect method of assess­
ing C in soil, which is widely used for estimating global stocks, 
is based on readings from AmeriFlux Network towers (Goulden 
et al., 1996; Frolking et al., 1996; Curtis et al., 2002), wherein 
the C balance in soil is assessed from the difference in the 
upward and downward atmospheric CO2 fluxes; this difference 
reflects the gain or loss of C in the soil. These are stationary 
systems, however, affording local values. 

Despite the importance of C in the belowground processes 
that we have outlined, C monitoring could greatly benefi t from 
having better analytical tools for nondestructive soil C analysis. 
Taking soil cores to analyze C interferes with the very processes 
that we are measuring. Compounding this problem is the con­
siderable effort and cost involved in current sampling and analy­
sis methodologies. Our new instrument for in situ nondestruc­
tive measurement of C and other elements present in soil elimi-
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Fig. 1. Inelastic neutron scattering alpha prototype, with major 

components identified, placed above a synthetic soil pit. 

nates these drawbacks. The instrument, based on spectroscopy 
of gamma rays stimulated by fast and slow neutrons interacting 
with the soil elements, can be used in stationary and continu­
ously scanning modes. We demonstrate here the feasibility of 
using high-energy neutrons and photons to sample soil volumes 
up to about 0.3 m3 and approximately 20 to 30 cm deep, with a 
150-cm-diameter footprint (Wielopolski et al., 2004). 

MATERIALS AND METHODS 
Inelastic Neutron Scattering System 

The new INS system is comprised of a neutron generator (NG) 
embedded in and surrounded by shielding, an array of NaI detectors, 
electronics for nuclear spectroscopy, and a plastic neutron detector. 
Figure 1 illustrates an alpha prototype of the INS system, with its 
main components identified. The fast, 14 MeV, neutrons are pro­
duced in a miniature (2.5 cm in diameter and 10 cm long) sealed-tube 
accelerator in which a deuterium beam impinges on a titanium target 
impregnated with tritium. The resulting (d,t) fusion reaction emits 
an isotropic α particle with a concomitant antiparallel fast neutron 
(Csikai, 1987). A fraction of the emitted fast neutrons interact with 
the soil elements, inducing emission of characteristic gamma rays. 
The three principal neutron interactions with matter are: (i) inelastic 
neutron scattering (n,n′,γ) by which fast neutrons, above some thresh­
old energy, are captured by a nucleus and reemitted at lower energy 
with concurrent emission of prompt gamma rays characterizing the 
INS spectrum, e.g. in soil, Si (1.78 MeV), C (4.43 MeV), and O 
(6.13 MeV); (ii) elastic neutron scattering wherein fast neutrons col­
lide elastically with the nuclei in the soil matrix and slow down, los­
ing kinetic energy until they become thermal (in thermal equilibrium 
with the surroundings)—H atoms are the ones that cause the loss of 
the most energy per scattering; and (iii) thermal neutron capture (n,γ) 
in which a thermal neutron is captured by a nucleus, stimulating the 
emission of prompt gamma rays. The thermal neutron capture (TNC) 
spectrum is best suited for the determination of N and P. Very often 
(n,γ) reactions result in the formation of a radionuclide, which may 
also emit gamma rays during decay. Delayed gamma measurements 
can be used to determine Cl, Na, and Ca; however, these spectra were 
not measured in this study (Evans, 1955; Alfassi and Chung, 1995; 
Chrien and Kane, 1979; Nargolwalla and Przybylowicz, 1973). Since 
the INS and TNC events are separated by a thermalization time of 
about several hundred microseconds, we can gate the system using a 

Fig. 2. Pulsing sequence of the neutron generator. 

pulsed NG, and concurrently acquire separate INS and TNC spec­
tra, thus reducing the background in each of them. In this study, we 
operated the NG at a repetition rate of 10 kHz and duty cycle of 
25%; thus, the INS spectra were acquired during the 25-μs duration 
of the neutron pulse, and the TNC spectra during the remaining 75 
μs between the neutron pulses. Figure 2 shows the pulsing sequence. 
At the same time, the neutron output of the NG was monitored with 
a plastic scintillator. In the alpha prototype system, the stimulated 
gamma rays were detected by an array of three NaI(Tl) scintillation 
detectors, then digitally processed and stored as frequency histograms 
or pulse-height distributions; Fig. 3 depicts a typical INS and a TNC 
spectrum. The spectral peak intensities (net areas) are proportional to 
the number of atoms of interest present in the interrogated volume that 
is defined by the intercept of the neutron field and the solid angle sub-
tended by the detection system, and the counting time. The initial fea­
sibility demonstration of the system was reported by Wielopolski et al. 
(2000). We emphasize that since the NG is an electrical device, it can be 

Fig. 3. (a) An inelastic neutron scattering spectrum, and (b) a ther­
mal neutron capture spectrum, acquired concurrently in a pine 
stand during 30 min. 
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Fig. 4. The calculation of the net C peak area is the total area be­

tween a and b, minus the area defined by the trapezoid abcd. 

switched off, stopping any neutron production, in stark contrast to gauges 
using radioactive neutron sources that emit neutrons continuously. 

Spectral Analysis 
There are several methods for analyzing gamma ray spectra. The 

simplest, trapezoidal method, depicted in Fig. 4, consists of evaluating 
the net peak area, Np, in the region of interest as a difference between 
the total area, T, between the a and b markers in Fig. 4 and the back­
ground area, B, bound by the trapezoid abcd. For low-intensity peaks 
in NaI gamma ray spectra, the background under the peak, to the fi rst 
approximation, can be assumed to be linear. There are more advanced 
spectra analysis methods, however. Thus, when no interferences are 
present we can write 

N T B−  [1]= p 

The uncertainty in Eq. [1] results from errors in T and B that are asso­
ciated with nuclear counting, as represented by Poisson’s statistics, and 
for large numbers they are approximated by √T and √B. Thus, we 
can propagate the uncertainty for the net number of counts (σNp) as 

σN = T B+  [2]p 

Two fundamental quantities of the INS system that define its perfor­
mance are sensitivity, s, and background, B, defined as the net number 
of counts per gram of material C acquired per unit time, t, per neu­
tron, n (net counts g−1 s−1 neutron−1) 

s N Ctn  [3]= p

This relationship between spectral counts and material abundance 
is derived during the calibration procedure, and the background is 
obtained from measured spectra as the trapezoidal area. 

These equations demonstrate that the signal is proportional to 
the counting time, t, whereas the uncertainty is proportional to the 
square root of the acquisition time, resulting in relative decreases in 
uncertainty as the counting time increases. The minimum detectable 
limit (MDL) is defined as the change in the background counts that 
will indicate the presence of a peak with a given confidence level. For 

example, at the 99% confidence level, the MDL = 3√B. Similarly, we 
define minimum detectable change (MDC) as a change in the net 
number of counts, MDC = 3σNp. Therefore, any optimization of an 
INS system focuses on reducing the background and increasing the 
system’s sensitivity. 

The net number of counts in the C 4.44-MeV photopeak, Np, 
must be corrected to account for two interferences, however, and so 
give the true number of counts due to C, NC. The fi rst interference 
reflects thermal neutron captures in a 28Si yielding 4.94-MeV gamma 
rays that interact in a NaI detector generating a single escape peak 
(SEP) at 4.94 − 0.511 = 4.43 MeV. By and large, this peak occurs in 
the TNC spectrum; however, this depends on the NG’s pulsing regi­
men and on the lifetimes of the INS and TNC data acquisition times, 
LTINS and LTTNC, respectively (Mitra and Wielopolski, 2005). The 
SEP interference’s contribution to the C peak counts, CSEP, is 

CSEP Si 4.43 LT = ( ) INS LTTNC [4] 

The second interference is due to nuclear excitations of 28Si in 
which the excited nucleus decays to the ground state via many cas­
cades (CASs) feeding down to the 1.78-MeV level, which decays to 
the ground state. A fraction of the cascade originates at the 6.23-MeV 
level, generating 6.23 − 1.78 = 4.45 MeV gamma rays (CCAS) that 
overlap with the C peak. We note that the 1.78-MeV Si peak itself 
must be corrected for 28Si(n,p)28Al reactions that, with a 2.25-min 
half-life also contribute to the 1.78-MeV line. Since all the interfer­
ences are associated with peaks that are acquired concurrently with 
the C peak, the corrections are implemented for each individually 
measured spectrum by Eq. [4] and 

= ( )−Al 1.78 LT )C [Si 1.78 ( LT ]0.0547 [5]CAS INS TNC 

The constant factor 0.0547 is a theoretical value based on calculated 
production and decay cross-sections using EMPIRE, a modular sys­
tem of nuclear reaction codes (Herman et al., 2007). The errors asso­
ciated with these theoretically and experimentally determined correc­
tion factors are estimated at about 10%. Thus, the number of counts 
in the C peak due to C, NC, is 

N  N C  − −CC = p  SEP  CAS  [6] 

System Calibration 
The INS system initially was calibrated with synthetic soils 

consisting of uniform mixtures of clean sand with granular C, from 
Calgon Carbon Corp. (Pittsburgh, PA), at 0, 2.5, 5, and 10% (w/w). 
The mixtures, each weighing about 1590 kg, were placed in a 115- by 
144- by 45-cm3 pit and C spectra were acquired with a single detec­
tor placed on the top of the pit for 30 min. Each measurement was 
repeated four times and the acquired spectra were analyzed for C, Si, 
and O peaks. Since the C signal is proportional to the total num­
ber of C atoms in the interrogated volume, the INS system could be 
calibrated against C density, ρ  (g C cm−3), as derived by multiplyingc
the nominal C-weight fraction by the soil’s measured bulk density 
determined for every C mixture. For an arbitrary C profi le, however, 
which generally is not homogeneous, a more appropriate quantity to 
use is the projection of the volumetric C onto the soil’s surface, Cs 
(g C cm−2), i.e., the total C contained under the system’s footprint. 
Thus, the system was calibrated in terms of C yield vs. surface C den-
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Table 1. Carbon calibration using synthetic soil in a sand pit for four homoge­sity obtained by multiplying the C density by a constant 
neous C concentrations in sand to a depth of 30 cm (standard deviationsdepth of 30 cm. Table 1 summarizes the raw C yields and 
in parentheses).

those corrected for Si interferences using Eq. [5], together 
with the soils’ bulk densities in the homogenous synthetic C content of 

sandsoils. The calibration lines for the raw data and the cor­
% (w/w)rected yield are plotted in Fig. 5a and 5b, respectively. The 
0.0slopes of these lines represent the sensitivity s of the system 
2.5with one detector on the ground and an 1800-s counting 
5.0time. Improving the system by placing three detectors 30 

10.0cm above the ground, referred to hereafter as the INS alpha 
prototype, improved the sensitivity by about a factor of 4.1. 

The response function of the INS system, INSRF, i.e., the num­
ber of counts in the C peak, can be expressed analytically as a multiple 
space-, time-, and energy-dependent integral given by 

T ∞ ∞ ∞ 14 
INS = dt dx dy dz dEφ (x, , , ) (  EL x , )σ ( )y z E  , y z  ERF ∫ ∫  ∫ ∫ ∫ n0 −∞ −∞ 0 Eth [7] 

, D , ) (  , A ) x z′ E× C (x, y z  ) (  x, y z  Ω x, y z  ) (  x, y z  , Det ( ′ ′, y , , )C b  att  g g  

This integral cannot be solved analytically and any numerical pro­
cedure will be very cumbersome; instead, it can be assessed using a 
Monte Carlo probabilistic simulation (Wielopolski et al., 2005). The 
various components in Eq. [7] include the following: φ (x,y,z,E), then
energy-dependent neutron flux at position x,y,z in the soil; EL(x,y,z), 
the soil’s elemental composition; σ(E), the energy-dependent cross-
sections for neutron interaction with the matrix elements; C (x,y,z),c
the C-profi le distribution; Db(x,y,z), the soil’s bulk density; Ω(x,y,z), 
the solid angle subtended by the detection system from the point of C 
gamma ray production; A , the attenuation of the gamma ray fromatt
its point of production to the detection system; and Detg(x′,y′,z′) the 
detector’s response function to the incident gamma ray radiation. 
We note that the primed coordinates refer to the detection system’s 
dimensions. Excluding the detector’s response function, the Monte 
Carlo simulation of the INS system is denoted in Fig. 5 by circles. The 
simulation depicted was normalized to an experiment with the highest 
C concentration in a soil volume of 250 by 200 by 50 cm deep. 

RESULTS 
We initially demonstrated the viability of the INS sys­

tem for measurements in the field at Brookhaven National 
Laboratory using a single detector system placed on the ground. 
After basic improvements, we used three detectors, elevated 
about 30 cm above the ground; this system, referred to as the 
alpha prototype, underwent field tests at Duke Forest, Durham, 
NC. Following nondestructive INS measurements there, sam­
ples of soil were taken from the same spots and subjected to 
standard chemical analysis by independent researchers. 

Studies at Brookhaven National Laboratory 
Three sites, a pitch pine (Pinus rigida Mill.) stand, a sandy 

patch filled with plant debris, and a scrub oak (Quercus ilicifo­
lia Wangenh.) forest were selected for soil C analysis. At fi rst, 
INS measurements were acquired for 30 min, and then fi ve soil 
cores, each 5 cm in diameter, were collected, one in each corner 
of a 30-cm square (0.09 m2) and one in the center, represent­
ing the approximate footprint of the INS system. The 40-cm­
long cores were partitioned into increments of 0 to 5, 5 to 10, 
10 to 20, 20 to 30, and 30 to 40 cm; they were prepared for 
analysis of soil bulk density and moisture determination fol­
lowing standard procedures (Dane and Topp, 2002, Ch. 2 and 
3, respectively); these results are summarized in Tables 2 and 3. 

Bulk C C surface C yield
C yield

density concentration concentration corrected 

g cm−3 g C cm−3 g C cm−2 

1.53 (10) 0 0 

1.50 (10) 0.037 1.125 

1.44 (10) 0.073 2.160 
1.40 (10) 0.140 4.200 

—— counts —— 
5305 (9.2) 0 (6.4) 

7331 (1.6) 1976 (1.3) 

10614 (4.2) 4252 (4.8) 
15545 (1.4) 9408 (6.7) 

After sieving (<2 mm) and homogenizing the sample, two 1-g 
aliquots of soil were taken from each increment, dried at 55°C, 
ground to pass through a 0.15-mm sieve, and analyzed for total 
C using conventional dry-combustion chemistry. A LECO CN 
2000 furnace (LECO Corp., Saint Joseph, MI) was operated 
at a combustion temperature of 1350°C. The results of the 
C analysis, reported as percentage C by weight, are summa­
rized in Table 4 as mean values of the duplicate aliquots from 
each increment. The large variations in the individual values in 
Tables 3, 4, and 5 and the resulting variability in the mean val­
ues are quite apparent. The variations in the soil’s bulk density 
combined with those in the C-density profile (Fig. 6) yielded 
the calibration line in Fig. 7, which differed from that derived 
for the homogeneous soil. These effects increased the sensitivity 
of the INS system because C concentrations were higher closer 
to the surface; the regression-line statistics are summarized in 
Table 5. The two calibration lines in Fig. 7 show again the 
regression lines before and after correcting for Si interference. 

Duke Forest Studies 
At Duke Forest, measurements were taken with the alpha 

prototype instrument from three sites. All sites are adjacent to 
each other in the Blackwood Division of the Duke Forest near 
Durham, NC (35°58′41.430″ N, 79°5′39.087″ W). The pine 
site was planted in 1993 with loblolly pine (Pinus taeda L.) and 
has not been managed since establishment. The hardwood site 
is an uneven-aged, 80- to 100-yr-old oak (Quercus spp.)–hick­
ory (Carya spp.) forest, also not managed since establishment. 
The grassland is dominated by the C3 grass Festuca arundinacea 

Fig. 5. Calibration line least-squares fit of the net C yield vs. C con­
centration in the sand pit. 
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Table 2. Total moisture content of every core section obtained by 
weighing before and after drying. All measured at Brookhaven 
National Laboratory. 

Depth Core 1 Core 2 Core 3 Core 4 Core 5 Mean ± SD 
cm —————————— g —————————— 

Pine stand 

0.0–5.0 8.32 7.44 13.03 10.19 7.81 9.36 ± 2.3 

5.0–10 4.39 5.41 7.59 5.06 5.54 5.60 ± 1.2 

10–20 11.43 11.96 11.53 11.03 11.11 11.42 ± 0.4 

20–30 11.81 10.99 11.91 10.08 11.03 11.16 ± 0.7 

30–40 11.08 11.29 12.60 10.14 11.19 11.26 ± 0.9 

Sandy patch 

0.0–5.0 6.20 6.19 4.91 5.61 5.24 5.63 ± 0.6 

5.0–10 5.97 5.22 5.02 5.23 4.22 5.13 ± 0.6 

10–20 9.34 9.59 10.64 10.39 10.43 10.28 ± 0.6 

20–30 14.79 13.95 12.76 15.25 15.38 14.43 ± 1.1 

30–40 15.96 17.69 18.19 19.01 16.60 17.49 ± 1.2 

Oak forest 

0.0–5.0 15.13 11.79 14.46 10.61 12.72 12.94 ± 1.9 

5.0–10 9.79 8.80 9.53 8.5 9.41 9.21 ± 0.5 

10–20 19.75 21.31 20.87 19.21 21.18 20.46 ± 0.9 

20–30 23.56 24.17 22.67 20.15 20.03 22.12 ± 1.9 
30–40 26.15 24.67 21.71 20.17 22.56 23.05 ± 2.4 

Schreb., with minor forb and C3 and C4 grass species and is 
mowed at least once annually for hay. More details on the sites 
can be found in Stoy et al. (2006). 

The soil at Duke Forest is generally classified as an Enon 
silt loam, a low-fertility fine, mixed, active, thermic Ultic 
Hapludalf, typical of the southeastern U.S. Piedmont. The 
gamma-ray spectra were acquired for 30 min, after which 
2.5-cm-diameter cores were collected to measure the soil’s 
moisture content. In addition, excavation pits 40 by 40 by 40 
cm3 in layers of 5, 5, 10, 10, and 10 cm thick were taken from 
the measurement sites for C analysis and assessments of the 
solid and woody fractions. Three large samples from each layer 

Table 3. Bulk density of every core section obtained by dividing 
the dry weight by the volume. 

Depth Core 1 Core 2 Core 3 Core 4 Core 5 Mean ± SD 
cm —————————— g cm−3 ——————————— 

Pine stand 

0.0–5.0 1.11 1.01 0.85 0.64 1.01 0.92 ± 0.18 

5.0–10 0.92 1.14 1.25 1.00 1.21 1.10 ± 0.14 

10–20 1.42 1.31 1.47 1.23 1.40 1.37 ± 0.10 

20–30 1.45 1.54 1.53 1.34 1.42 1.46 ± 0.08 

30–40 1.52 1.49 1.52 1.35 1.34 1.44 ± 0.09 

Sandy patch 

0.0–5.0 1.93 1.87 1.85 2.02 2.09 1.95 ± 0.10 

5.0–10 1.92 1.81 1.89 2.00 1.86 1.90 ± 0.07 

10–20 2.11 2.08 2.09 2.07 2.11 2.09 ± 0.02 

20–30 2.08 2.01 2.12 1.91 2.07 2.04 ± 0.08 

30–40 1.92 1.90 1.95 2.00 2.07 1.97 ± 0.09 

Oak forest 

0.0–5.0 0.40 0.86 0.52 0.62 0.62 0.61 ± 0.17 

5.0–10 1.17 1.09 1.09 1.13 1.09 1.11 ± 0.04 

10–20 1.30 1.50 1.36 1.45 1.36 1.39 ± 0.08 

20–30 1.49 1.40 1.47 1.52 1.36 1.45 ± 0.07 
30–40 1.48 1.51 1.58 1.48 1.42 1.50 ± 0.06 

Table 4. Mean values of C analysis of two aliquots taken from 

each core section.
 

Depth Core 1 Core 2 Core 3 Core 4 Core 5 Mean ± SD 
cm ———————— % C (w/w) —————————— 

Pine stand 

0.0–5.0 5.03 5.07 10.81 15.12 6.74 8.55 ± 4.40 

5.0–10 1.96 2.00 2.71 2.36 1.93 2.19 ± 0.33 

10–20 1.22 1.56 1.28 1.97 1.15 1.44 ± 0.34 

20–30 0.79 0.79 1.03 0.93 1.07 0.92 ± 0.13 

30–40 0.43 0.70 1.15 0.67 0.77 0.74 ± 0.26 

Sandy patch 

0.0–5.0 1.17 1.37 1.36 1.20 1.27 1.27 ± 0.09 

5.0–10 0.94 0.69 0.86 0.85 0.83 0.83 ± 0.09 

10–20 0.44 0.41 0.51 0.34 0.37 0.41 ± 0.07 

20–30 0.48 0.54 0.33 0.81 0.49 0.53 ± 0.17 

30–40 0.39 0.45 0.49 0.38 0.28 0.40 ± 0.08 

Oak forest 

0.0–5.0 26.90 8.18 17.65 10.71 14.00 15.5 ± 7.30 

5.0–10 1.66 1.99 2.35 2.44 2.35 2.16 ± 0.33 

10–20 0.78 0.89 0.91 0.98 1.20 0.95 ± 0.16 

20–30 0.52 1.79 0.74 0.73 0.54 0.86 ± 0.53 
30–40 0.45 0.79 0.34 0.59 0.52 0.54 ± 0.17 

were cleaned and homogenized, and two 1-g aliquots (subsam­
ples) underwent combustion analysis for C. During the INS 
measurements, the fields were about 100% water saturated, 20 
to 50% by weight, and their rocky coarse fragment content (>2 
mm) varied between 5 and 30% by weight. 

Figure 8 shows the nine points from the three regions 
that were jointly used for calibrating the INS system against 
C analysis by dry combustion; the 95% confi dence interval 
hyperbolas are included. Due to the restricted number of cali­
bration points, a basic test of validity of the calibration line 
was made using the jack-knifing method in which a new cali­
bration line is fitted to a subset of eight points, and the ninth 
one is predicted from the new calibration. Repeating this for 
the nine individual points, the predicted values were compared 
with the measured ones and plotted in Fig. 9 together with 
the 1:1 line. The regression line was also determined using a 
bootstrapping method in which a set of nine points were resa­
mpled with returns to create an alternative n sets of nine points 
for which n new regression lines were calculated. We evaluated 
the distribution of the regression r values for n = 5000 with 
the various confidence levels around the maximum likelihood 
estimation of the r value (not shown). This distribution was 
positively skewed, and, at a 50% confi dence level, all the r val­
ues were completely positive, thus indicating an overall positive 
correlation between these two methods of C analysis in soil. 
The distributions of the slopes a and the intercepts b also were 
positively correlated, but were narrower than that of the r val-

Table 5. The sensitivities (slopes) and the intercepts of the regres­
sion lines for various studies. 

Site Slope Intercept Regression r 

counts kg−1 C m−2 h−1 

Sand pit 45,040 ± 2,700 −696 ± 654 0.996 

Brookhaven Forest 187,360 ± 6,800 −4664 ± 474 0.999 
Duke Forest 647,540 ± 66,820 −8450 ± 3806 0.965 
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Fig. 6. Individual Brookhaven National Laboratory (BNL) C depth profi les 
in the pine stand and oak forest. The former is shown as a single sepa­
rate line. The thick line is the nonlinear fit to all data points. 

ues. Thus, although the number of points is very limited, these 
two methods of C analysis closely correspond. 

Carbon Depth Profi les 
Since INS measures large volumes to an approximate 

depth of 30 cm, it was important to assess the C-depth pro­
file. Those obtained in experiments at Brookhaven (Fig. 6) are 
similar to those measured from nine spots in Duke Forest (Fig. 
10). In each case, the thick solid lines in the graphs represent a 
C transport model given by Eq. [8] that was fitted using non­
linear least squares. The fitted function is 

C  a b exp ( )  cz −3 
C = +  − ,  g C cm [8] 

where CC is the C concentration (g C cm−3) and z is depth 
(cm). The parameter a (g C cm−3) represents the steady-state 
background signal, possibly due to inorganic C, whereas the 
parameters b and c represent the dynamic part of the C pro­
file. The parameter b is the initial surface C level (g C cm−3), 
while c is the C distribution constant (cm−1), which may vary 
from soil to soil and represents the steepness of the C profi le. 

Fig. 7. Brookhaven National Laboratory (BNL) field calibration lines to 
all data points: Line a is raw data; Line b is interference-free data. 

Fig. 8. Carbon calibration, with 95% confidence intervals, in Duke 
Forest using all field points from the grass, pine forest, and hard­
wood forest areas; NC is the number of counts due to C. 

Integrating Eq. [8] from a depth A to a depth B, where A is 
usually zero at the surface and B is 30 cm belowground, yields 
the surface C density C , Eq. [9] (g C cm−2), representing thes
projection of a belowground C onto surface unit area 

B −2= −( )exp( )  czC az b c  − A , g C cm [9]s 

The results of Eq. [9], together with the measured values for 
Brookhaven and Duke Forest, are summarized in Table 6; for 
both sites, there is ?5% difference between the integrated and 
mean measured values. 

DISCUSSION 
The ever-escalating demands for elemental soil analysis, 

in particular for soil C analysis, in a variety of research and 
land- and soil-management efforts dealing with global warm­
ing, land disturbances, wetlands, permafrost, precision agri­
culture, remote monitoring, upscaling, and site monitoring 
for C credits, have surpassed the natural limitations of con­
ventional chemical analysis by dry combustion. Since the dry-
combustion method is time consuming, labor intensive, and 
destructive and provides only a point measurement in time 

Fig. 9. Predictions of jack-knifi ng calibration vs. measured values in 
Duke Forest. The regression dotted line is very close to the solid 
identity line. 
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Fig. 10. Carbon depth profiles derived from Duke Forest excavations.
 
The thick line represents the nonlinear fit to all data points.
 

and space, it cannot yield truly sequential results covering large 
numbers of samples collected from large areas. These limita­
tions have been partly remedied by the emergence of advanced 
analytical modalities employing infrared radiation, laser abla­
tion, and nuclear physics principles. These modalities, how­
ever, are vastly different in their physical characteristics, perfor­
mance, and data analysis procedures so that optimizing their 
utilization necessitates a detailed description of what is being 
measured and how, together with the data analysis procedures. 
No single instrument can address all the outstanding issues. 

In this study, we outlined the basic nuclear principles of 
the INS method to measure elemental C in soil, which is inde­
pendent of the C’s chemical configuration. Using synthetic 
soils, we demonstrated the linearity of the C signal with con­
centration in the soil, and described our analyses of the spectral 
signal with error propagation, stipulating the high specifi city of 
the measurement to C. This contrasts with implementing prin­
cipal component analysis in which any specificity is lost and 
there is rejection (smoothing) of data points due to selecting a 
finite number of principal components. Two interferences with 
the C peak were identified from neutron interactions with Si, 
namely escape peak and a cascade, and corrected using concur­
rently measured Si peaks. 

Because of the multiplicity of steps involved in the dry-
combustion method, i.e., sampling the soil, preparing the 
samples, and analyzing the samples, there is extensive error 
propagation that is inseparable from the natural variability in 
the soil’s parameters. For example, as shown in Table 2, the 
uncertainty or variability in soil moisture in the mean values of 
five cores varies from about 25% near the surface and decreases 
with depth. Similarly, the reported near-surface bulk density 
entails an uncertainty of 25%, which decreases with depth. 
Since the dry-combustion method always determines C per­
centage by weight, however, the values of the near- surface bulk 
density are critical for determining the C stocks. This is not an 

Table 6. Depth profi le coefficients (standard errors in parentheses). 

Site a b c Integral (0–30 cm) 

issue for INS measurements since it is an in situ method cali­
brated in terms of grams of C per square centimeter. Moreover, 
for similar reasons, the effect of soil compaction resulting from 
a change in soil management from tillage to no-till is consider­
ably less when using the INS system to evaluate the soil’s C 
content. As listed in Table 4, the reported C content in the 
top 5-cm layer carries about a 50% error. Such errors lower the 
MDL for C and, consequently, the ability to measure changes 
with time in C stocks; this C MDL should not be confused with 
the instrumental MDL, which might be very good in the mil­
ligram per kilogram range but is lost in the procedures required 
for analyzing the samples and back-projecting to the fi eld level. 
These steps do not exist in the INS system, although presently 
it is calibrated against the dry-combustion method. At present, 
the MDL of the INS system at the 3σ (99%) confi dence level 
and 30-min counting time is about 0.004 to 0.008 g C cm−3. 
This limit can be further reduced by either counting longer or 
increasing the number of detectors. 

We verified the linearity of the system, although with a 
limited number of points, at three places: in a sand pit, in the 
Brookhaven forests, and in Duke Forest. The corrections for 
interferences in the C peak resulted, however, in overcorrect­
ing the C net peak (a negative intercept in the calibration lines 
in Fig. 5, 7, and 8). We suspect that the theoretical cascade 
factor might be too high and it is being investigated at pres­
ent. Linearity remained when the jack-knifing method was 
applied to all nine points in the Duke Forest, and the result­
ing regression was very close to the identity line shown in Fig. 
9. This finding is in contrast to those from infrared spectros­
copy wherein the calibration line is not linear, indicating lack 
of specificity. In addition, the INS linearity was also demon­
strated by the excellent concordance realized when comparing 
the Monte Carlo solution of the system model (in Eq. [7]) 
with the experimental calibration in the sand pit. Once com­
pleted and validated, the model in Eq. [7] can be used to create 
independent calibrations for a variety of soils and conditions, 
thus bypassing the need for cross-calibration. Using this model, 
we also calculated that 90% of the signal is generated from an 
approximate soil volume of 0.3 m3 reaching a depth of about 
30 cm. This is a very large volume, equivalent to averaging 
or compositing many soil cores (data not shown). This result 
also demonstrates that there are clear advantages in using the 
INS system to assess very large areas in contrast to infrared and 
LIBS methodologies that sample volumes <1 cm3. 

SUMMARY 
We demonstrated the feasibility and proof-of-principle 

of the INS method to nondestructively measure C in soil. It 
is a multielemental analysis system that can be used in static 
and scanning modes (not shown here) across arbitrarily large 
areas, sampling large volumes. It is nondestructive, thus allow­
ing sequential measurements. Continuous improvements in 
the system prevented systematic errors and gave reproducible 

measurements. With the implementation of our 
beta prototype system with 16 detectors, we will

Measured enter Phase II of large-scale validation and con­
——— g C cm−3 ——— cm−1 ———— g C cm−2 ———— firmation. At that stage, many of the outstanding 

Brookhaven 0.010 (0.002) 0.104 (0.021) 0.187 (0.043) 0.854 0.807 issues will be explored, e.g., universality of the
Duke 0.007 (0.002) 0.034 (0.004) 0.114 (0.031) 0.498 0.473 calibration line for various soil types, confi rma-
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tion of the footprint and volume measured by the instrument, 
and evaluation of the minimum detectable change in soil C, 
which differs from the MDL. This new approach also implies 
revising the conventional wisdom about sampling large areas. 
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